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Reduction of invertible matrices by two-sided transformations
from Zelisko groups to a simpler form

Romaniv A.M., Shchedryk V.P.

Zelisko group originated in the study of invertible matrices that reduce a matrix to the Smith
form. In the calculations related to finding the Smith form of matrix product, their greatest com-
mon divisor and least common multiple, the problem of reducing an invertible matrices by two-
sided transformations from Zelisko groups to a simpler form arises. In the article, exactly such a
form was obtained. We also establish the relationship between the stable range of a ring and the
representation of invertible matrices as a product of three factors, two of which belong to Zelisko
groups.
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1 Introduction

By default, we denote by M,,(R), GL,(R) the ring and the complete linear group of n x n
matrices over a ring R, respectively.

Let R be a commutative ring without zero divisors (commutative domain) over which each
matrix D admits diagonal reduction, i.e. there exist invertible matrices Pp and Qp of appro-
priate sizes, such that

PpDQp = diag (61,...,6n) =: A, where 6;|0;41, i=1,...,n—1.

Due to I. Kaplanskii [5], R is called an elementary divisor domain. The matrix A is called the
Smith form, and Pp, Qp are left and right transforming matrices for the matrix D. A matrix Pp is
ambiguously defined: each matrix from the coset Gy Pp is again the left transforming matrix
for the matrix D, where G, is the multiplicative group (Zelisko group) defined as follows

Gp = {K € GL,(R) : 3 K; € GL,(R) such that KA = AK;},

see [2,3,12]. If det A # 0, the group G, consist of all invertible matrices of the form

5h11 hip ... Mg hi
Fha hp ... hap1 hy )
Lha $ho o 2l
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The situation is similar with the right transforming matrices for the matrix D: each matrix
from coset QpG}, is again the right transforming matrix for the matrix D, where G} is the
group obtained from G, by transposing of its elements.

It should be noted that the Zelisko group G, has played an important role in solving the
problem of separating a regular factor from a polynomial matrix over a field, which was one
of the urgent problems of the middle of the last century [6].

The determinant of the matrix has the multiplicative property: determinant of the product
of two matrices is equal to the product of the factors determinants. Smith form, generally
speaking, does not have this property. Indeed,

A:=diag (1, 2), B:=diag (2, 1)

have the Smith form diag (1, 2), however, their product AB = diag (2, 2), which is simulta-
neously the Smith form of the product of these matrices, does not coincide with the product
of their Smith forms, namely the matrix diag (1, 4). However, under certain conditions, Smith
form has the multiplicative property. The following result sheds light on the nature of the
multiplicative of the Smith form.

Theorem 1 ([10]). Let R be an elementary divisor domain and
A=P'EQ;!, B=P;'®Q;' € My(R),

where E, ® are Smith forms of this matrices. The Smith form of the matrix AB is equal to E®
if and only ifQATngl = LH, where L € GE, H e Gg.

As follows from the above example, not every invertible matrix can be represented as a
product of matrices from G and Gg. In this regard, the question arises: what is the simpler
form of invertible matrix with respect to left transformations from G and right from Ge. If R
is an elementary divisor domain of stable range 1.5 (see definition below) the Theorem 5 gives
the answer to this question.

The study of the Smith form of the greatest common divisor (g.c.d.) and the least common
multiple (l.c.m.) of matrices requires establishing the condition under which the invertible
matrix is the product of elements from Gg¢ and Gg. Theorem 4 shows a simpler form of such
matrix with respect to the left transformations from Gg and to the right from Gg.

2 Auxiliary statements

Throughout this article, unless specifically stated, R will denote a commutative elementary

divisor domain. By S(;) we denote i X i submatrix of a matrix S = Hsi]-H € M, (R) of the form
Sn—i+1.1 Sn—i+12 -+ Sp—itli
Sn—i+21 Sn—i422 -+ Sp—it2i .
S(i):: , l:1,...,1’l—1
Sn1 Sn2 - Sni

By d-matrix we will denote a diagonal matrix, in which each previous diagonal element di-
vides its next one; (a, b) denotes g.c.d. of a and b, | A| denotes determinant of A.
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Lemma 1. Let ® := diag (¢1,..., ¢n) be nonsingular d-matrix over R and S € GL,(R). If

H € Gy, then
(—q’i“, )> <9”l“ > i=1,...,n—1
Qi @i

Proof. The first i columns of H have the form (see (1))

(i

h11 h12 v i hy;
%hﬂ hoo v i hy;
Piy,. (Pz i 1,.. .. K;
H;:= (Plhﬂ (ch g hii—1 hi; = H Ki
; i
fithigg i, P i1 Lthiv
ﬁ ‘Pn Pn ) Pny,
o1 hnl @2 hnZ s Pi_1 hn.z—l @i hnz

All elements of K! are divided onto %. It follows that all i x i submatrices of H;, with excep-
tion of K;, contain at least one row, all elements of which are divided onto (P;“ Therefore, all

minors determinant of order i of H;, with exception of |K;|, are divided onto #:1. The matrix
H; is invertible. Consequently, g.c.d. of all minors determinant of order i of this matrix are

equal to 1. Hence
(yKi\,q’;;l) —1. )

1

The last i rows of S have the form H S5(i) S'(l-) H Then

(sH)w = | S0 S |- H p H

K;

Using the Binet-Cauchy formula, we get

’(SH)(i)

ir

= )Sm

where d; is sum of all minors determinant of order i of H S5(i) S’( i)

, except minor [S;|, by

the corresponding minors of . Taking into account that d; = 4)’“ d!, d. € R, we have

1771

K

’SH(i)

_ Pin1
= ?d;—i— ‘S(i)

Considering (2), we have

Qi1 Qi1 §0+1
(Bt [tsmal) = (%2 22ai+ s

(SH)() NS

i) _ <(Pi+1, S,
Qi

) _ <§9i+1
1 q)i 7
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Theorem 2. LetS € GL,(R) and ® := diag (¢, ..., ¢n) be a nonsingular d-matrix. The group
Go contains a matrix H such that

tin tiz ... tipo1 1
sy |t t2 o 1 0 (3)
1 0 O 0 0
if and only if
(@ 5m>:1, i=1,...,n—1. (4)
@i

Proof. Necessity. Let H € Gg, moreover SH =: T is a matrix of the form (3). Based on the

<§0i+1, )>:<@, )>, i=1,...,n—1.
Pi Pi

Since ‘T(i)} ==+1,i=1,...,n—1, equations (4) are fulfilled.
Sufficiency. Let S := ||s;j|| € GLa(R). Since

Lemma 1,

S T,

(i

<ﬂ, 521> =1 and (s», s21) =1,
P1

<ﬁ522, 521> =1
P1

The ring R is commutative finitely generated principal ideal domain (Bézout domain). It
follows that there are u, v, such that

we have

522%0 +sp1u = 1.

Therefore,
u —S822
K:=
‘ %U 521
is an element of Gg. So
x d
SK = .
Lol

The martrix SK is invertible. Consequently, d is an invertible element of R. Therefore,
Kdiag (1, d‘l) will be the desired one. Thus, the theorem statement is correct for second
order matrices.

Assume the correctness of this statement for all matrices of order less than n and consider
amatrix S := [|s;j|| € GL,(R). It follows from (4) that

(q)ifll (Sn115n2r~..15ni)> :1r i:]-/"-/n_l' (5)

1
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Consider the row
92 93 Pn
H Sn1 o1 S5n2 o1 Sp3 ... o1 Snn H .

Step by step, using (5), we get

(Snlr ﬂSan ﬁsnfh ey ﬂSnn) = <Sn1r ﬂ (SHZI @Srﬁr ey ﬁSnn))
91 P1 P1 P1 P2 @2

@3 Pn
= <S}’llr Sn2, ——Sn3, +-+s —Sun
@2

= <(Sn1; SnZ); ﬁ <Si’l3/ ﬂ57”14/ ey ﬂSi’m))
@2 @3 P3

P4 Pn
= <Sn1/ Sn2, Sn3, ——Spd ---y ——Sun | = -
3 @3

= (Snlr Sn2s. .- /Snn) =1
There are u,1, Uy, ..., Unn € R, such that

2 3
Sp1U11 + ﬂuﬂsnz + 214315”3 +...+ ﬂunlsnn =1
P1 P1 P1
Consequently, the column

T
92 93 Pn
H Ui g2 pUs1 -e. prlnl H

is unimodular. On the basis of [5, Theorem 3.7], it can be complemented to an invertible matrix
of the form

Ui Up U1z ... Ulnp-—1 Uin

2
%uﬂ Upp Uz ... Uzp—1 Uon
¢3
SiU3 0 uss ... Uzu Uz

H1 = 1 P
Pn1y 0 0 u u
o1 n—1.1 s n—1n—1 n—1.n
gfunl 0o ... 0 0 Unn
where H; € Gg. Then
C11 C12 e Cin
SH; = =:5
Cp—-11 Cp-12 --- Cn—1n
1 an PR Cnn
and
1 - o / /
Cu2 ... Cnn C11 C1p A C1n
S 0 1 0 H C11 C12 ‘
1 = / / = .
Cn-11 %12 -+ Ch1n 1 0
0 0 1 1 | o 0

Since H1H; € Gg, according to Lemma 1, we get

<@“, ):L i=1...n—1.
Qi (z)

Cii Cp2
1 0
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It follows that

1

(9”;“, yclzy(i)> —1, i=2,...,n—1 6)

Consider the matrix @1 := diag (@2, @3, ..., ¢»). A matrix Cy, is invertible and satisfies (6).
According to the induction assumption, the group G¢, contains a matrix N, such that C;oN has
the form (3). Since |1 N|| € Go, the matrix HyH;||1 @ N|| will be the matrix that reduces S
to the desired form. O

3 Main results

A commutative ring R is said to be of stable range 1.5 (see [9,11]) if for each a,b € R and
0 # ¢ € R satisfying (a,b,c) = 1, there exists r € R with

(a+0br,c) =1.

The notion of a ring of stable range 1.5 is modification of Bass stable range concept [1]. Com-
mutative principal ideal domains, adequate rings [4], factorial rings has stable range 1.5. Ac-
cording to [8, Theorem 2.1], commutative Bézout domains of stable range 1.5 is an elementary
divisor domains.

Denote by U/¥(R) the group of lower unitriangular n x n matrices over R, and by Ad,,’ (R)
the set of matrices of the form (3) over R.

Theorem 3. Let R be a commutative Bézout domain and ® := diag (¢, ..., ¢») be a nonsin-
gular d-matrix. The following conditions are equivalent:

1) R has stable range 1.5;
2) GLa(R) = U (R)Ad," (R)Gg for all matrices ®;
3) GL,(R) = U (R)Ad," (R)Gg for all matrices ® and for alln > 2.

Proof. 1) = 2). Let A := ||a;j|| € GL2(R). Then

(a1, ay) =1 = <1111, a1, %) =1

<11111’+1121, ﬂ) =1.
P1

an a2
anr+ax ayppr—+ax

There exists ¥ € R such that

So

=: Aj.
r 1 !

1l

The matrix A; satisfies the conditions of Theorem 2. Therefore, there is H € Gg such that

A1H =

* 1
1 0|
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Thus,

|

—r 1

* 1 -1
L
i.e. GLy(R) = U*(R)Ad," (R)Go.
2) = 1). Let (a,b,c) = 1, where abc # 0, and
a=(a,b)ay, b=(a,b)by, (a1, b)=1

There are u, v € R, such that

amu + by = 1.
So
a, —0
A=
bl u

is invertible matrix. Consider the nonsingular d-matrix

10

q)::HO c

According to the theorem assumption, A is a product of three matrices, namely A = UVH,
where U € U (R), V € Ad,"(R), H € Gg. Noting that

10 1 I
L a 1 1 "2
u = r 1 7 V= H 1 0 4 H T Ch21 h22 '
we get
_rlag-l— ) =11
V=U "AH —H hii(ray +by) + chyy (u — o)  * _H 10 H
Consequently,

hll (7’611 + bl) + ch21(u — 1”(’)) =1.
It follows that (ra; + by, ¢) = 1. Since, ((a,b),c) = 1, we have

((a,b) (ra; +b1),¢c) = (ra+b,c) = 1.

The case 2 = 0 or b = 0 is obvious. Therefore, R has stable range 1.5.

The implication 3) = 2) is clear.

2) = 3). For second order matrices, as was just proved, our statement is correct. Let us
assume that it is correct for matrices of order less than n. Since 2) < 1) is proved, R is a Bézout
domain of stable range 1.5. Let A := Hain € GLy(R). Then

®Pn
(a11, ax1, ..., ap1) =1 = <011, ax, ..., ayl, " =1

By [8, Property 1.19], there are r1, ... , r,_1 € R such that

<6111V1 +apry+ ...+ ay_11"y—1 + an1, %) =1.
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Consider the matrix

1 0 0
u;/l = ) :
0 1 0
rh ... rp— 1
All elements of the last row of invertible matrix AU, =: ||bjj|| satisfy the condition

(bnlz (bVLZ/ sty bnn)) = 1

Since (bnl, %) =1, then

<bn1, P o, b,m>> 1,
?1

It follows that

<bl’lll ﬂbnz; cecy ﬂbnn) - 1
P1 P1

Similarly, to prove the sufficiency of Theorem 2, there exists H, € Gg, such that

C11 C12 Cin
Ci Ci2
Cn-11|Cn-12 -+ Cn—1n H 1 0
1 [ o ... 0

u”AHn -

Consider d-matrix ®; := diag (¢2, ..., ¢n). Since C1» € GL,_1(R), according to the assump-
tion, C1p = Uy_1V,—1H,_1, where U,_1 € U'”(R), V1 € Ad,” | (R), Hy,_1 € Go,. Thus,

Cin Coo Ci1 Up-1Vn-1Hp1
AH — =
Un ARy H 1 0 1 0
Uy 0| U NCn Vier |2 0
_ = MSN.
e e
S—— ———
M S N

So, A can be written in the form

A= (u,;lM) S (NH,;l) .
Noting that U,;'M € U*(R), S € Ad,’(R), NH; ! € Gg, we get
GL,(R) = U'*(R)Ad," (R)G.
The theorem is proved. O

Denote by K(«) the set of representatives of R/Ra, where a € R.
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Theorem 4. Let R be a commutative Bézout domain of stable range 1.5 and

E:=diag (e1, €2, ..., &n), P:=diag (@1, ¢2, ..., ¢n)

are nonsingular d-matrices over R and S € GL,(R). There are matrices L € GL, H € Gg, such
that

tin tp ... fipe1 1
tho1  to ... 1 0
LSH=| ... ... ... ... ... @)
t,14 1 ... 0 0
1 0o ... 0 0

where t;; € K(p;j), pij == <€”:_11*/, ‘Pn%jlff),i,j =1,...,.n—-1i+j<n.

Proof. At first we consider the case of second order matrices. Since Uéw(R) C G{, according to
the item 2) of Theorem 3, there exist matrices L1 € GE , H] € Gg, such that

1
L1SH; = H plll 0 H

11 (mod ,ull) where f11 € K(Vll) That is, P11 — 11 = H11711, 11 € R. Since
Uil = <§—f %) there exist u, v € R, such that

P2

= —u + =v.
Hi11 = el o1
Hence
& ¢2 .
p11 — —uryp — ——oryp = tq.
€1 1
So,
1 —%urll pll 0 _ tn 1
0 1 ——vrn 1 1 0|

Assume that our statement is correct for matrices of order less than . Since U’ (R) C G[,
according to the item 3) of Theorem 3, there are L; € G% , Hi € Gg, such that

pi1 P12 --- Pru-1| 1
p21 P22 1 O
L15H1: = Sll 1 ::Sl-
5,1 0
P11 1 ... 0 0
1 0o ... 0 0

Consider d-matrices

E; :=diag (e, €3,...,€n), Pn:=diag (1,2 ..., ¢n-1)-

Since S;1 € GL,_1, according to the induction assumption, there are L, € Ggl, H; € Go,,
such that L,S,1 H, has the form (7). Then

g1 812 -+ Stn-—2 Sin-1 1
tr1 tm ... fap2 1 0
M@ Ly||Si || Ho @1 = || ... ... ... ... ... .|=25,
o111 ... 0 0 0
1 0o ... 0 0 0
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where t;; € K (j;j). Let
_ (& Pn
S1n-1 = t1p—1(mod p1,-1), where t1,1 € K(p1.n-1), p1n-1= (—, —) :
€ Pn-1
By analogy of the case of the second order matrices, there are I51, h,,—1 € R, such that
€ Pn
1=t =—=1 Ryn_1.
81n—1 — tin—1 e 2! + Py ]
Then
L3 := & I,_»,eGg, Hz:=1,_ " eG
3 0 1 D In—2 E 3 n—2 D _(pf,lhnﬂ—l 1 P
and / / /
S 812 -+ 8in2 tma 1
tr1 tm ... by 1 0
L352H3: 2253.
tho11 1 ... 0 0 0
1 0o ... 0 0 0
Similarly, there are I31, hy,,—2 € R, such that
€3 £
Sino—tino2=—In+ ﬂhn.anI tin—2 € K(in—2), Hin2= (—, ﬂ) .
€1 Pn—2 1 Pn-2
Then
10 —i—ilg,l 1 00
Ly:=1{0 1 0 ©I, 3€GL, Hy:=1I,3® 0 1 0| €Go
00 1 — oS 01
and
gh 8 -+ 8us hn2 b 1
trr  tm ... tap-3 tap2 1 0
L4S3Hy =
tnfl.l 1 “en 0 0 0 0
1 0o ... 0 0 0 0
Continuing the described process, we reduce S to the form (7). The theorem is proved. O
Theorem 5. Let R be a commutative Bézout domain of stable range 1.5 and
E :=diag (&1, €, ..., €n), P :=diag (@1, @2, ..., ¢n)
are nonsingular d-matrices over R and S € GL,(R).
There are H € Gg, L € Gg, such that
1 0o ... 0 0
ko1 1 0 0
HSL = T (8)
kn-11 kpo12 ... 1 0
knl kn2 oo kn.nfl 1

where t;; € K(v;j), vij = (—l 5—{),1’ =2,...nj=1...,n—=1,i>].
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Proof. By [8, Theorem 2.14], there are matrices H; € Gg, L1 € Gg, such that

1 0 0 0
q21 1 ce 0 0
H15L1: 2151.
In-11 qn-12 --- 1 0
In1 qn2 cee Ann—1 1

Reduction of the matrix S; to the form (8) by transformations from the groups Gg¢, Gg is
not much differs from the methods used in the final part of the proof of the Theorem 4, and
therefore we will not quote it. The theorem is proved. O

In connection with this result, we note the work of V. Petrychkovych [7] concerning two-
sided transformations of matrices over adequate rings.

Remark 1. The matrix of the form (7) is not the canonical form of S with respect to left transfor-
mations from G and right from Gg. Similarly, the matrix of the form (8) is not the canonical
form of S with respect to left transformations from G¢ and right from Gg.

Example 1. Let R = Z and

6 1

® =E:=diag (1,8), S1:= H 1o

el

10

Since u»y = (8, 8) = 8, K(8) = {0,1,...,7}, S1, Sy are matrices of the form (7). How-
-1 8

h th
0 1 , such that

ever, G% contains the matrix H := H

HS1L = S,;.

, and Gg the matrix L := H (1) _01

Example 2. Let R = Z and

10

4 1

& :=diag (1,12), E:=diag(1,18), S;:= H -

, Sp:= H 10 ‘ .
Sincevo; = (12, 18) = 6,K(6) = {0,1,...,5}, S1, Sy are matrices of the form (8). However,
13 -2 -7 2

1.6 —11 18 5 , such that

Go contains the matrix H := H

HS{L =S,.

, and Gg the matrix L := H

Remark 2. It is easy to check that in the ring of lower triangular matrices over Bézout domain
the matrix of the form (8) is the canonical form with respect to left transformations from Gg
and right from Gg.
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I'pyma 3enicka BMHMKAA TPV AOCAIAKEHHI 06OPOTHMX MaTpMIIb, IO 3BOASITH 3aAaHy MaTpPUIO
20 1 dpopmu Cmita. [Ipn oburcaeHHSIX, TOB’I3aHMX 3i 3HaX0AXeHHSIM dpopmu Cmita A0OYTKY Ma-
TPy, IX HaMOiABIIIOrO CHIABHOTO AiABHMKA Ta HalfMEHIIOIO CIIABHOTO KPaTHOTO IIOCTa€ 3ajada
3BeACHHsI 0OOPOTHMX MaTpUIIb ABOCTOPOHHIMM IIepeTBOPEHHSIMM 3 TPyl 3eAicka AO IIPOCTiIIoro
BUTASIAY. B pobOTi oTpmMaHO BAacHe Takmii BUTASIA. TakoX BCTaHOBAEHO B3a€MO3B’SI30K MiX cTa-
GiABHVMM paHTOM KiABIIS Ta 306paXkeHHsIM 0OOPOTHIIX MaTPUIIb  BUTASIAL AOGYTKY TPhOX CIiBMHO-
JKHUKIB, ABa 3 SIKMX HaAeXaTh rpymnaM 3eAicka.

Kntouosi cnoea i ¢ppasu: rpyna 3ericka, popma CMiTa, peAyKIist MaTpuilh, IepeTBOpIOBaAbHA
MaTpULISL



